2024-06-17 10:55:12.760 CDT [9688] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 10:55:12.760 CDT [9688] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 10:55:12.806 CDT [9688] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 10:55:12.806 CDT [9688] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 10:55:12.886 CDT [9688] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:55:12.886 CDT [9688] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:55:12.903 CDT [9688] ERROR:  relation "pg_temp_3.sde_logfiles" does not exist at character 29
2024-06-17 10:55:12.903 CDT [9688] STATEMENT:  SELECT logfile_data_id FROM pg_temp_3.SDE_logfiles LIMIT 0
2024-06-17 10:55:14.019 CDT [940] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 10:55:14.019 CDT [940] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 10:55:14.064 CDT [940] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 10:55:14.064 CDT [940] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 10:55:14.140 CDT [940] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:55:14.140 CDT [940] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:55:14.157 CDT [940] ERROR:  relation "pg_temp_4.sde_logfiles" does not exist at character 29
2024-06-17 10:55:14.157 CDT [940] STATEMENT:  SELECT logfile_data_id FROM pg_temp_4.SDE_logfiles LIMIT 0
2024-06-17 10:55:30.370 CDT [2216] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 10:55:30.370 CDT [2216] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 10:55:30.414 CDT [2216] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 10:55:30.414 CDT [2216] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 10:55:30.502 CDT [2216] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:55:30.502 CDT [2216] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:55:30.519 CDT [2216] ERROR:  relation "pg_temp_5.sde_logfiles" does not exist at character 29
2024-06-17 10:55:30.519 CDT [2216] STATEMENT:  SELECT logfile_data_id FROM pg_temp_5.SDE_logfiles LIMIT 0
2024-06-17 10:55:31.073 CDT [3836] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 10:55:31.073 CDT [3836] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 10:55:31.123 CDT [3836] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 10:55:31.123 CDT [3836] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 10:55:31.207 CDT [3836] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:55:31.207 CDT [3836] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:55:31.225 CDT [3836] ERROR:  relation "pg_temp_6.sde_logfiles" does not exist at character 29
2024-06-17 10:55:31.225 CDT [3836] STATEMENT:  SELECT logfile_data_id FROM pg_temp_6.SDE_logfiles LIMIT 0
2024-06-17 10:55:31.784 CDT [9308] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 10:55:31.784 CDT [9308] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 10:55:31.833 CDT [9308] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 10:55:31.833 CDT [9308] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 10:55:31.918 CDT [9308] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:55:31.918 CDT [9308] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:55:31.938 CDT [9308] ERROR:  relation "pg_temp_7.sde_logfiles" does not exist at character 29
2024-06-17 10:55:31.938 CDT [9308] STATEMENT:  SELECT logfile_data_id FROM pg_temp_7.SDE_logfiles LIMIT 0
2024-06-17 10:55:32.477 CDT [8372] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 10:55:32.477 CDT [8372] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 10:55:32.527 CDT [8372] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 10:55:32.527 CDT [8372] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 10:55:32.609 CDT [8372] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:55:32.609 CDT [8372] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:55:32.628 CDT [8372] ERROR:  relation "pg_temp_8.sde_logfiles" does not exist at character 29
2024-06-17 10:55:32.628 CDT [8372] STATEMENT:  SELECT logfile_data_id FROM pg_temp_8.SDE_logfiles LIMIT 0
2024-06-17 10:55:33.135 CDT [4272] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 10:55:33.135 CDT [4272] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 10:55:33.177 CDT [4272] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 10:55:33.177 CDT [4272] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 10:55:33.247 CDT [4272] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:55:33.247 CDT [4272] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:55:33.263 CDT [4272] ERROR:  relation "pg_temp_9.sde_logfiles" does not exist at character 29
2024-06-17 10:55:33.263 CDT [4272] STATEMENT:  SELECT logfile_data_id FROM pg_temp_9.SDE_logfiles LIMIT 0
2024-06-17 10:55:33.841 CDT [3684] ERROR:  relation "pg_dist_node" does not exist at character 22
2024-06-17 10:55:33.841 CDT [3684] STATEMENT:  SELECT nodename FROM pg_dist_node WHERE position('10.126.13.13' in nodename) > 0 LIMIT 1
2024-06-17 10:55:33.887 CDT [3684] ERROR:  relation "sde.sde_spatial_references" does not exist at character 15
2024-06-17 10:55:33.887 CDT [3684] STATEMENT:  SELECT * FROM sde.sde_spatial_references LIMIT 0
2024-06-17 10:55:33.973 CDT [3684] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:55:33.973 CDT [3684] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:55:33.992 CDT [3684] ERROR:  relation "pg_temp_10.sde_logfiles" does not exist at character 29
2024-06-17 10:55:33.992 CDT [3684] STATEMENT:  SELECT logfile_data_id FROM pg_temp_10.SDE_logfiles LIMIT 0
2024-06-17 10:55:43.729 CDT [4868] LOG:  checkpoint starting: time
2024-06-17 10:56:07.972 CDT [4868] LOG:  checkpoint complete: wrote 222 buffers (1.4%); 0 WAL file(s) added, 0 removed, 0 recycled; write=24.196 s, sync=0.041 s, total=24.244 s; sync files=93, longest=0.003 s, average=0.001 s; distance=1069 kB, estimate=5830 kB
2024-06-17 10:57:14.637 CDT [9688] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:57:14.637 CDT [9688] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:57:15.139 CDT [2216] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:57:15.139 CDT [2216] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:57:15.641 CDT [3836] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:57:15.641 CDT [3836] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:57:16.141 CDT [9308] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:57:16.141 CDT [9308] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:57:16.873 CDT [940] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:57:16.873 CDT [940] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:57:17.374 CDT [8372] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:57:17.374 CDT [8372] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:57:17.875 CDT [4272] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:57:17.875 CDT [4272] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 10:57:18.377 CDT [3684] ERROR:  relation "sde.sde_logfiles" does not exist at character 29
2024-06-17 10:57:18.377 CDT [3684] STATEMENT:  SELECT logfile_data_id FROM sde.SDE_logfiles LIMIT 0
2024-06-17 11:00:43.980 CDT [4868] LOG:  checkpoint starting: time
2024-06-17 11:00:53.054 CDT [4868] LOG:  checkpoint complete: wrote 85 buffers (0.5%); 0 WAL file(s) added, 0 removed, 0 recycled; write=9.060 s, sync=0.010 s, total=9.075 s; sync files=32, longest=0.001 s, average=0.001 s; distance=515 kB, estimate=5299 kB
2024-06-17 11:05:43.063 CDT [4868] LOG:  checkpoint starting: time
2024-06-17 11:05:43.175 CDT [4868] LOG:  checkpoint complete: wrote 1 buffers (0.0%); 0 WAL file(s) added, 0 removed, 0 recycled; write=0.107 s, sync=0.001 s, total=0.113 s; sync files=1, longest=0.001 s, average=0.001 s; distance=7 kB, estimate=4770 kB
2024-06-17 11:06:22.637 CDT [2732] FATAL:  password authentication failed for user "postgres"
2024-06-17 11:06:22.637 CDT [2732] DETAIL:  Connection matched pg_hba.conf line 88: "host 	all		all		0.0.0.0/0		scram-sha-256"
2024-06-17 11:06:44.440 CDT [9668] FATAL:  password authentication failed for user "postgres"
2024-06-17 11:06:44.440 CDT [9668] DETAIL:  Connection matched pg_hba.conf line 88: "host 	all		all		0.0.0.0/0		scram-sha-256"
2024-06-17 11:15:07.020 CDT [5104] LOG:  could not receive data from client: An existing connection was forcibly closed by the remote host.

	
2024-06-17 11:15:07.021 CDT [10608] LOG:  could not receive data from client: An existing connection was forcibly closed by the remote host.

	
2024-06-17 11:22:29.901 CDT [8332] LOG:  could not receive data from client: An existing connection was forcibly closed by the remote host.

	
2024-06-17 11:22:58.817 CDT [4920] FATAL:  terminating connection due to administrator command
2024-06-17 11:22:58.823 CDT [4868] LOG:  shutting down
2024-06-17 11:22:58.823 CDT [4868] LOG:  checkpoint starting: shutdown immediate
2024-06-17 11:22:58.829 CDT [4868] LOG:  checkpoint complete: wrote 0 buffers (0.0%); 0 WAL file(s) added, 0 removed, 0 recycled; write=0.001 s, sync=0.001 s, total=0.007 s; sync files=0, longest=0.000 s, average=0.000 s; distance=0 kB, estimate=4293 kB
